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An information retrieval system not only occupies an important position in the network information platform, but also plays an important role in information acquisition, query processing, and wireless sensor networks. It is a procedure to help researchers extract documents from data sets as document retrieval tools. The classic keyword-based information retrieval models neglect the semantic information which is not able to represent the user’s needs. Therefore, how to efficiently acquire personalized information that users need is of concern. The ontology-based systems lack an expert list to obtain accurate index term frequency. In this paper, a domain ontology model with document processing and document retrieval is proposed, and the feasibility and superiority of the domain ontology model are proved by the method of experiment.
1 Introduction
Information retrieval is the process to extract relevant document from large data sets. Along with the increasing accumulation of data and the rising demand of high-quality retrieval results, traditional information-retrieval techniques are unable to meet the task of high-quality search results. As a newly emerged knowledge organization system, ontology is vitally important in promoting the function of information retrieval in knowledge management.
The existing information retrieval model, such as the vector space model (VSM) [ 1 ], is based on certain rules to model text in pattern recognition and other fields. The VSM splits, filters, and classifies the text that looks very abstract, and carries on the statistics to the word frequency data of the text. The computer carries out the text according to certain rules and carries on the statistics to the word frequency information of the text.
Probability model [ 2 ] mainly relies on probabilistic operation and Bayes rule to match data information, in which the weight values of feature words are all multivalued. The probabilistic model uses the index word to represent the user’s interest, that is, the personalized query request submitted by the user. Meanwhile, there is no vocabulary set with a standard semantic feature and document label. Traditional weighted strategy lacks semantic information of the document, which is not representative for the document description. On the basis of semantic annotation results, weighted item frequency [ 3 ] and domain ontology of the semantic relation are used to express the semantics of the document [ 4 ].
The VSM and probability model can simplify the text processing into vector space or probability set. It involves the term frequency property to describe the number of occurrences of query words in the paper. Considering the particularity of document segmentation, the word in different sections has a different weight of summarization for the paper, which simply calculates that word appearance is not sufficient. Meanwhile, there is no vocabulary set with standard semantic feature and document label.
The introduction of ontology into the information retrieval system can query users’ semantic information based on ontology, and better satisfy users’ personalized retrieval needs [ 5 ]. Short of the vocabulary set with semantic description, user information demand logic view is miscellaneous and incorrect to express the semantic of the user’s requirement. In such an information retrieval model, even if we choose the appropriate sort function R (R is the reciprocal of the distance between points), the logical view cannot represent the requirements of the document and the user, and the retrieval results cannot convince the user.
In order to improve the accuracy and efficiency of user retrieval, we build a model based on information retrieval and domain ontology knowledge base. The combination of ontology-based information retrieval system provides semantic retrieval, and a keyword-based information retrieval system calculates a better factor set in document processing, with better recall and precision results.
The contributions of this paper are as follows:
Genetic algorithm is designed and implemented. Genetic algorithm is a kind of search method that refers to the evolution rule of the biological world. It mainly includes coding mechanisms and control parameters. The genetic algorithm is a heuristic method which simulates the population evolution by searching through solution space in selection, crossover, and mutation to select an optimal factor set by combinations of factors. The option weighted factor tuned by a training set using genetic algorithms will apply to a practical retrieval system [ 6 ].
Domain ontology is applied as the base of semantic representation to effectually represent user requirement and document semantics. Domain ontology is the detailed description of domain conceptualization which expresses the abstract object, relation, and class in one vocabulary set [ 7 ].
Designing and implementing the information retrieval system is composed of two parts: document processor and document retrieval. In the information retrieval model, an ontology server is added to tags and indexes the retrieval sources based on ontology; the query conversion module implements semantic processing in users’ needs and expanses the initial query on its synonym, hypernym, and its senses. The retrieval agent module uses the conversion of queries for retrieving the information source.
The full text is divided into five parts: the first part is an overview of ontology-based information retrieval system. The second part introduces the relevant work of this study. The third part is the design of information retrieval model based on domain ontology. The fourth part carries on the experimental study and analyses of the result. The fifth part summarizes the full text and puts forward the issues that need further study.
Faced with the huge amount of data in the network, it is an important problem for users to acquire the information accurately and efficiently. So far, retrieval methods develop various mathematical models. The classical information retrieval models include the Boolean model [ 8 ], probability model [ 9 ], vector model [ 10 ], binary independent retrieval model, and BM25 model. The following are the solutions of these models.
Suppose k i is the index term, d j is the document, w i,j  ≥ 0 is the weight of tuples ( k i , d j ), which is the significance of k i to d j semantic contents. Let t refer to the number of index term. K  = { k 1 , …, k t } is index term set. If an index term does not appear in the document, then w i,j  = 0. So the document d j is represented by an index term vector \( {\overrightarrow{d}}_j \) :
The Boolean model is a classical information retrieval (IR) model based on set theory and Boolean algebra. Boolean retrieval can be effective if a query requires unambiguous selection [ 11 ]. But it can only result in whether the document is related or not related. The Boolean model lacks the ability to describe the situation that query words partially match a paper. The similarity result of document d j and query q is binary, either 0 or 1. The binary value has limitations and the Boolean queries are hard to construct.
The VSM, which is proposed earlier by Salton, is based on the vector space model theory and vector linear algebra operation, which abstract the query conditions and text into vectors in the multidimensional vector space. The multi-keyword matching here can express the meaning of the text more [ 1 ]. Compared with the Boolean model, the VSM calculates relevant document ranking by comparing the angle relating similarity between the vector of each document and the original query vector in the spatial representation.
The probabilistic model [ 2 ] mainly relies on probabilistic operation and Bayes rule to match data information. The probabilistic model not only considers the internal relations between keywords and documents, but also retrieves texts based on probability dependency. The model usually based on a group of parameterized probability distributions, consumes the internal relation between keywords and documents and retrieves according to probabilistic dependency. The model requires strong independent assumptions for tractability.
The binary independence retrieval model [ 12 ] is evolved from the probabilistic model with better performance. Assuming that document D and index term q is described in two-valued vector ( x 1 , x 2 , … x n ), if index term k i   ∈   D , then x i  = 1; otherwise, x i  = 0. The correlation function of index term and document are shown below.
Here, p i  =  r i / r , q i  = ( f i  −  r i )/( f  −  r ), f refers to amount number of document in the training document set. r is the number of document related to user query in the training document set. f i represents a number of document, including index term k i in the training document set. R i is the number of document, including k i in r relation documents.
Okapi BM25 model is called BM25, which is an algorithm based on probabilistic retrieval model. Okapi BM25 model [ 13 , 14 ] is a model developed from probabilistic model incorporates with term frequency and length normalization. The local weights are computed parameterized frequencies including term frequency, document frequency, and global weights as RSJ weights. Local weights are based on a 2D Poisson model while the global weights are based on the Robertson-Spärck-Jones Probabilistic Model. By reducing the number of parameters to be learned and approximated, based on these heuristic techniques, BM25 often achieves better performance compared to TF-IDF (term frequency - inverse document frequency).
3 Based on the domain ontology information retrieval model
The concept in domain ontology has a relation to other concepts simultaneously. The interrelation between concepts of the semantic relative network implements synonym expansion retrieval, semantic entailment expansion, semantic correlation expansion. We introduce a domain ontology information retrieval model to apply ontology into the traditional information retrieval model by query expansion to improve efficiency.
An illustration of structure for the information retrieval model is shown in Fig.  1 .

An illustration of structure for information retrieval model
The system consists of two parts: ontology document processing (including domain ontology servers, data source, document process unit and information database) and ontology document retrieval (including domain ontology server, query transition, custom process, and retrieval agent).
3.1 Ontology document processing
Document processing extracts useful information from an unstructured text message and establishes mapping relations between document terms and concepts based on domain ontology [ 15 ]. The document processing is shown in Fig.  2 .

Ontology document processing
In the preprocessing procedure, each document in the document set implements vocabulary, analyzes words, and filters numbers, hyphens, and punctuations. Using a stop word list removes function words to leave useful words such as noun and verb [ 16 ]. Extracting stem words and removing the prefix and postfix improve the accuracy of retrieval. Finally, determining certain words as an index element expresses literature content conception.
Annotating semantic on a retrieved object by analyzing characteristic vocabulary builds the mapping relation between words and concepts. First, characteristic words are extracted and the weight of each word is calculated by counting word frequency to distinguish the importance of words. In this paper, the genetic algorithm is used to calculate the best weighting factor. In the end, it is applied to the actual retrieval system.
The system automatically learns weighted factor by genetic algorithm. It is a heuristic method which simulates biological evolution processes and through factor mutation eliminates the non-ideal factor sets and leaves the optimal factor set. The algorithm tries to maximize the fitness function as a parameter estimation to search a population consisting of the fittest individual; in our case, those are the parameters of weighted term in retrieving. In Fig.  3 , the pseudo-code of genetic algorithm for weighted term frequency is described.

Pseudo-code for select weight factor by genetic algorithm
This algorithm simulates the evolution process by gradually adjusting weight factor and eliminating factor combination with a low fitness value. If the fitness result for one combination is lower than the other one, this group will be likely excluded in the next generation. To avoid the local optimization, we select many original generations and decrease the unqualified group time by time. In each iteration, the factor interval lies in [ w i  − 0.2, w i  + 0.4] to lower the negative factors. Fitness function P(t) determines how fit an individual is with new weighted combination ( w ' tit ,  w ' key ,  w ' abs ). The traditional factor set is replaced by P(t) with higher fitness, then calculated with a query word for similarity of each papers and generated the rank list. The penalty function f is used to get the distance of the expert list.
Then, for each semantic meaning of ontology term, whether it exists in extracting characteristic vocabulary is checked. If the semantic exists, the document and weight with semantic term is calculated to manifest the text with semantic information.
After document feature extraction, document index based on the concept to reflect the internal relation between text index terms is established and ambiguity during annotation is excluded. An index based on the concept consists of feature words with their relation given by semantic parsing. Feature words connect through ontology instance and documents. The structure of the ontology concept index is shown in Fig.  4 .

Index structure based on the ontology concept
3.2 Ontology document retrieval
The procedure of document retrieval is listed below:
The user inputs search words or phrases in the search interface, then the system removes function words and reserves noun and verb. Term extraction from words is implement to get semantic conceptual words and phrases. The result is passed to the query transition module.
The query transition module sends consequence to the ontology server to search for a corresponding semantic concept, including hypernym, hyponym, synonym, and conceptual meanings [ 17 ]. If the word is not found in the ontology database, it returns to the user to help in adjusting the retrieval strategy.
For the matching concept in domain ontology, the query transition module implements search, semantic judgment, and query extension to add semantic information to query. The module submits query to a retrieval agent for searching. For words with an uncertain semantic message, execute a keyword matching method to search.
Handled by the custom process module, the user interface list query results according to exact word, synonym, hypernym, and hyponym words.
Before the retrieval process, the system executes semantic analysis for the user query request. Keyword is extracted from stop words and whether keyword belongs to ontology database is checked. Through combining concepts in ontology library, more semantic information is obtained by semantic reasoning. The pseudo-code of query semantic analysis algorithm is shown in Fig.  5 .

Pseudo-code for the query semantic analysis algorithm
After applying semantic analysis on user request, semantic information is able to be used in the retrieval strategy. The pseudo-code of information retrieval algorithm is shown in Fig.  6 .

Pseudo-code for the information retrieval algorithm
4 Experiment and results
4.1 the experimental design of the information retrieval model based on ontology.
In order to evaluate the performance of the information retrieval model based on ontology, it is necessary to use ontology tools for modelling, such as Protégé [ 18 ] as an ontology modeling tool, ICTCLAS [ 19 ] as word segmentation tool, Jena [ 20 ] as semantic parsing tool, and Lucene as semantic indexing tool.
The data set contains 1000 scientific papers and papers from the IEEE digital library, which are used to extract the core concepts in the domain ontology. Then the final conceptualization system is established. The literature is divided into 10 groups. Each group contains 100 papers related to a query subject or key words (e.g., computer architecture and operating system). Therefore, 10 experts rank lists are available for retrieval.
The evaluation criterion considers the similarity of each paper towards every query word. For example, the mistaken sort term distance of the top neighboring papers is higher than the ones of lowest papers. The formula below is for how to collect the distance within rank list R and R ’:
Here, n represents the paper numbers in the rank list. The dis( i ) represents the position distance for paper i in the rank list and expert rank list. P ( t ) represents the distance between the two rank lists of the denominator specification.
4.2 Analysis of experimental results
The genetic algorithm with simulated annealing method is compared in relation to iteration numbers and average distance of the rank list. The result is shown in Fig.  7 . The X -axis time is the number of iterations in two algorithms, and the Y -axis average distance is calculated by formula ( 3 ) which shows the difference of the ranking list with expert list. After iteration for 200 times, the average distance is close to overall optimal. The algorithm deduces the optimized weight combination of factors which are w tit  = 3, w abs  = 2, w key  = 0.6.

Comparison of the simulated annealing and genetic algorithm in average distance and iteration times
The different threshold similarity value ζ is taken, in which ζ  = 0.5 means sim( S q ,  S j ) ≥ 0.55. Every experiment counts retrieval documents set results | A |, ontology relevant documents | B |, and user query relevant document in the retrieval set | A  ∩  B | to calculate the precision and recall rate. The result is shown in Table  1 .
The precision rate improves with the threshold increasing. The precision rate reaches more than 99% when ζ  = 0.6. However, the recall rate only reaches 74%, which means the query result lost the critical information.
When ζ  = 0.5, the recall rate maintains a higher rate while precision remains low. Because of the system search, all the documents have ontology which relates with a query. The ζ  = 0.55 balance both the precision rate and recall rate.
5 Conclusion
In order to better satisfy users’ retrieval needs and optimize the performance of information retrieval, domain ontology is introduced into the information retrieval system. In this paper, the information retrieval model based on domain ontology is proposed. The system includes document processing and ontology document retrieval with the ontology server, information database, and query transition and retrieval agent modules. We present a genetic algorithm to calculate the optimum combination of weighted factors of word frequency. Base on the evaluation criterion, we apply the system to query documents and compare with expert lists. The genetic algorithm shortens the distance compared with simulated annealing, and the ontology retrieval model exhibits a better precision and recall rate to understand the users’ requirements.
Our future work is to further implement an automatic or semi-automatic method such as data mining to an establish ontology database to prevent the high difficulty in ontology establishment. And we may further implement modeling personalized query preference and return retrieval results according to different user query demands.
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The COVID-19 global pandemic has resulted in international efforts to understand, track, and mitigate the disease, yielding a significant corpus of COVID-19 and SARS-CoV-2-related publications across scientific disciplines. Throughout 2020, over 400,000 coronavirus-related publications have been collected through the COVID-19 Open Research Dataset. Here, we present CO-Search, a semantic, multi-stage, search engine designed to handle complex queries over the COVID-19 literature, potentially aiding overburdened health workers in finding scientific answers and avoiding misinformation during a time of crisis. CO-Search is built from two sequential parts: a hybrid semantic-keyword retriever, which takes an input query and returns a sorted list of the 1000 most relevant documents, and a re-ranker, which further orders them by relevance. The retriever is composed of a deep learning model (Siamese-BERT) that encodes query-level meaning, along with two keyword-based models (BM25, TF-IDF) that emphasize the most important words of a query. The re-ranker assigns a relevance score to each document, computed from the outputs of (1) a question–answering module which gauges how much each document answers the query, and (2) an abstractive summarization module which determines how well a query matches a generated summary of the document. To account for the relatively limited dataset, we develop a text augmentation technique which splits the documents into pairs of paragraphs and the citations contained in them, creating millions of (citation title, paragraph) tuples for training the retriever. We evaluate our system ( http://einstein.ai/covid ) on the data of the TREC-COVID information retrieval challenge, obtaining strong performance across multiple key information retrieval metrics.
Introduction
The evolution of the SARS-CoV-2 virus, with its unique balance of virulence and contagiousness, has resulted in the COVID-19 pandemic. Since December 2019, the disease threatens exponential spread across our society, catalyzed by a modern air and road transportation system, along with dense urban centers where close contact amongst people yielded hubs of viral spread.
Global efforts have arisen in an attempt to quell the spread of the virus. National governments have shut down entire economic sectors, enforcing stay-at-home orders for many people. Hospitals have restructured themselves to cope with an unprecedented influx of intensive care unit patients, sometimes growing organically to increase their number of beds 1 . Institutions have adjusted their practices to support efforts—repurposing assembly lines to build mechanical ventilators 2 , delaying delivery of non-COVID-related shipments 3 , creating contact-tracing mobile apps 4 and "digital swabs” 5 to track symptoms and potential spread. Pharmaceutical enterprises and academic institutions have invested significantly in developing vaccines and therapeutics 6 , while deeply studying both COVID-19 and SARS-CoV-2.
The health impacts of this crisis have been matched only by the economic backlash to society. Hundreds of thousands of small businesses have shut down, entire industrial sectors have been negatively impacted 7 , and tens of millions of workers have been laid off or furloughed 8 . Even after our global society succeeds at controlling the virus’s spread, we will be faced with many challenges, including re-opening our societies, lifting stay-at-home orders, deploying better testing, developing vaccines and therapeutics, aiding the unemployed and out-of-business, etc.
The global response to COVID-19 has yielded a growing corpus of scientific publications—increasing at a rate of thousands per week—about COVID-19, SARS-CoV-2, other coronaviruses, and related topics 9 . The individuals on the front lines of the fight—healthcare practitioners, policy makers, medical researchers, etc.—will require specialized tools to keep up with the literature.
CO-Search is a cascaded retriever-ranker semantic search engine that takes complex search queries (e.g. natural language questions), and retrieves scientific articles strictly over the coronavirus-related literature. CO-Search indexes content from over 400,000 scientific papers made available through the COVID-19 Open Research Dataset Challenge (CORD-19) 9 —an initiative put forth by the US White House and other prominent institutions in early 2020. The goal of this line of work is to offer an alternative, scientific search engine, designed to limit misinformation in a time of crisis.
We evaluate CO-Search on data from the TREC-COVID challenge 10 —a five-round information retrieval (IR) competition for COVID-19 search engines—using several standard IR metrics: normalized discounted cumulative gain (nDCG), precision with N documents (P@N), mean average precision (MAP), and binary preference (Bpref). For full details see the “Methods” section. TREC-COVID considers IR system submissions that are either manual —in which queries and retrieved documents may be manually adjusted by a human operator—or automatic (such as CO-Search)—in which they may not. A third category is accepted in Rounds 2–5, of type feedback , in which systems are trained with supervision from the annotations of prior rounds. Submissions compete on a predefined set of topics, and are judged using a number of metrics, including those listed above. Expert human annotators provide relevance judgments on a small set of topic–document pairs, which are included, together with non-annotated pairs, in the evaluation.
The CORD-19 9 coronavirus-related literature corpus, primarily from PubMed, mostly published in 2020, has quickly generated a number of data science and computing works 11 . These cover topics from IR to natural language processing (NLP), including applications in question answering 12 , text summarization, and document search 10 .
In 2020, more than 20 organizations have launched publicly accessible search engines using the CORD-19 corpus. For instance, Neural Covidex 13 was constructed from various open source information-retrieval building blocks, as well as a deep learning transformer 14 finetuned on a machine-reading comprehension dataset (MS MARCO) 15 to predict query-document relevance, for ranking. SLEDGE 16 extends this by using SciBERT 17 —the scientific text-trained version of the prominent BERT 18 NLP model—also finetuned on MS MARCO, to re-rank articles retrieved with BM25.
One of the first question–answering systems built on top of the CORD-19 corpus is CovidQA ( http://covidqa.ai ), which includes a small number of questions from the CORD-19 tasks 12 . CAiRE is a multi-document summarization system 19 which works by first pre-training on both a general text corpus 20 , 21 and a biomedical review dataset, then finetuning on the CORD-19 dataset.
One of the applications of the corpus has been Named Entity Recognition (NER). Wang et al. 22 introduce the COVID-NER corpus, which includes 75 fine-grained entity types, both conventional (e.g., genes, diseases, and chemicals) and corpus-specific (e.g., viral proteins, coronaviruses, substrates, and immune responses). Ahamed and Samad perform a network analysis of the corpus 23 , in which they use word associations to identify the phrases that co-occur with the most medically relevant keywords. This allows them to identify information about different antiviral drugs, pathogens, and pathogen hosts, as well as proteins and medical therapies, as to how they are connected to the central topic of “coronavirus”.
Broader surveys 11 of the COVID-19-related literature have already arisen, covering a wider range of research perspectives including molecular, clinical, and societal factors. Roberts et al. (2020) 10 offers an in-depth analysis of the TREC-COVID competition structure, including the notable differences in IR systems for pandemics, which deviate substantially from typical IR systems. They address key questions around COVID-19-specific IR systems, including: How are topics different from typical web-based search? What is the appropriate search content? How to deploy quickly? What are the appropriate IR modalities? How to customize IR systems for pandemics? Can existing data be leveraged? How to best respond to the rapidly growing literature corpus? How to evaluate systems? And so forth. COVID search engines differ from more general neural IR engines 24 , 25 because of the relatively limited and focused, and also rapidly changing collection of documents. Another recent system paper from the challenge is ref. 26 , in which the authors describe an ensemble system that combines more than 100 IR methods, including lexical rankers, embeddings, as well as relevance feedback. Our proposed method builds on these insights by selectively choosing three deep-learning methods and showing how they each enhance COVID-specific scientific search.
To quantitatively evaluate the effectiveness of our search engine, we combine the CORD-19 corpus with the TREC-COVID competition’s evaluation dataset. The evaluation dataset consists of topics, along with relevance judgments which assign topic–document pairs into one of the following groups: irrelevant, partially relevant, or relevant. See Table 1 for example topics. The relevance judgments are determined by human experts in related fields (biology, medicine, etc.).
The U.S. White House, along with the U.S. National Institutes of Health, the Allen Institute for AI, the Chan-Zuckerberg Initiative, Microsoft Research, and Georgetown University recently prepared the CORD-19 Challenge in response to the global crisis. As of February 2021, this resource consists of over 400,000 scientific publications (up from 29,000 at the challenge inception in February 2020) about COVID-19, SARS-CoV-2, and earlier coronaviruses 9 .
This challenge represents a call to action to the artificial intelligence (AI) and IR communities to "develop text and data mining tools that can help the medical community develop answers to high priority scientific questions”. It is currently the most extensive coronavirus literature corpus publicly available.
To build on CORD-19, the Text Retrieval Conference (TREC) recently partnered with the National Institute of Standards and Technology (NIST), to define a structured and quantitative evaluation system for coronavirus IR systems. The TREC-COVID challenge 10 is composed of five successive rounds of evaluation on 30–50 topics. The first round includes 30 topics. Each subsequent round takes the prior round’s topics and adds five new ones.
Each topic is represented as a tuple consisting of a query, a question, and a narrative, with an increasing amount of detail in each. IR systems must retrieve up to 1000 ranked documents per topic from the CORD-19 publications, and are evaluated on many metrics. See the “Methods” section for further details.
System architecture
CO-Search consists of a retriever, which returns a sorted subset of documents from the general corpus, a re-ranker, which further sorts them, and an offline pre-processing step known as document indexing, which parses documents via a combination of deep learning and keyword-based techniques to make them both semantically and syntactically searchable at scale. This process converts pieces of raw text into high-dimensional vector representations, such that one vector’s proximity to another indicates similar content. The full system is shown in Fig. 2 .
The index is created by processing documents in three ways: a deep learning model called Siamese-BERT (SBERT 27 ) embeds single paragraphs and image captions, and two keyword-based models (TF-IDF, BM25 28 ) vectorize entire documents (see Fig. 2 a). SBERT is an extension of the widely used BERT 18 language representation model which uses two BERT models with tied network parameters. It has been shown to be superior to BERT in semantic similarity search 27 by being significantly more computationally efficient at learning correspondences between sentences. For instance, finding the most similar pair of sentences, using BERT, in a collection of n  = 10,000 sentences would require each possible pair to be fed into the network, one sentence at a time, yielding n ( n  − 1)/2 = 49,995,000 inference computations, or about 65 h on an NVIDIA V100 GPU. In contrast, SBERT reduces this to 10,000 inference computations and the computation of cosine similarity distances between them, yielding about 5 s of compute time. SBERT is trained to take a short text string and a longer text document and output the correspondence between the two (i.e. their similarity) as a real-valued number between 0 and 1. In this use case, semantic embeddings from the SBERT model face the challenge of working with a relatively small number of long documents. We account for this by pre-training SBERT on a large, synthetic dataset of millions of training examples, constructed as follows. We split documents into paragraphs, extract the titles of the citations of each paragraph, and form a bipartite graph of paragraphs and citations with edges implying that a citation c came from a paragraph p . We use the graph to form tuples (( p ,  c ) s.t. c   ∈   p ) for training SBERT to predict if a title was cited by a paragraph. Additionally, we generate an equivalent number of negative training samples of incorrect tuples (( p ,  c ) s.t. c   ∉   p ). The full pipeline for this step is shown in Fig. 1 a.

a Documents are split into paragraphs and the citations included in them to form a bipartite graph that induces training tuples ( p ,  c ). These are fed to a Siamese-BERT (SBERT) model trained to discern if a citation is contained in a given paragraph. This process makes SBERT match user search queries to scientific publication titles. b t-SNE visualization of the SBERT embeddings of entire documents, each denoted by a single point. Their color represents the topic to which they are most closely matched. Notably, queries pertaining to the same topic tend to cluster together.
The structure of the embedded space is such that proximal queries and documents share semantic meaning. Visualizing this reveals a human-understandable clustering of documents and topics. Figure 1 b shows a two-dimensional t-SNE 29 plot—an effective method for visualizing high-dimensional data—of the embedded space, with different colors representing topics of TREC-COVID, and points representing documents. We can observe that semantically similar documents cluster by topic.
Document retrieval (Fig. 2 b, top row)—which returns a list of the top 1000 documents for a query—is accomplished by fusing the returned lists of the SBERT, TF-IDF, and BM25 models. SBERT allows for variable-length queries and documents to be embedded into the same vector space (the multi-dimensional internal representation of the data, by the model), in order to model semantic proximity and enable k-nearest-neighbor (kNN) retrieval. We use approximate kNN retrieval using the Annoy framework ( https://github.com/spotify/annoy ), to account for the large number of paragraphs parsed by SBERT. TF-IDF and BM25 independently return two document lists (TF-IDF uses kNN with cosine distance; BM25 uses a Lucene inverted index 30 , built with Anserini) that either share in the most unique keywords of the query (TF-IDF) or share many of the same keywords as the query (BM25-Anserini) 28 .

a Indexing: Raw documents are processed into a searchable format. Documents are split into paragraphs and image captions, embedded with an SBERT deep learning model, and stored into an index. The raw documents are also embedded with two-keyword-based models (TF-IDF and BM25). b Retrieval and re-ranking: The system computes a linear combination of TF-IDF and SBERT retrieval scores, then combines them with the retrieval scores of BM25 using reciprocal rank fusion 31 , to generate a sorted candidate list. k-Nearest-Neighbors are used for TF-IDF and SBERT, and the Lucene Inverted Index is used for BM25. The retrieved documents and the query are parsed using a question answering model and an abstractive summarizer prior to being re-ranked based on answer match, summarization match, and retrieval scores.
These three lists are then combined by first linearly fusing the SBERT list with the TF-IDF list, then using reciprocal rank fusion (RRF) 31 to merge this with the BM25 list. This retrieval process returns the top 1000 documents as a function of their semantic and syntactic distance to the query.
Document re-ranking (Fig. 2 b, bottom row) takes this set of documents, runs them through both a question–answering module (QA) and a summarizer, then ranks the documents by a weighted combination of their original retrieval scores, the QA output, and the summarizer output. Whereas standard question answering systems generate answers, our model extracts multiple answer candidates (text spans) from the paragraphs of the retrieved documents. This is accomplished by taking the query and the retrieved paragraphs, and using a sequential paragraph selector 32 , to filter for a set of paragraphs that, when combined, could answer the query. Specifically, the model uses multi-hop reasoning to model relationships between paragraphs, and selects sequentially ordered sets of them. It is pre-trained using a Wikipedia-derived dataset of 113k question–answer pairs and sentence-level supporting facts 33 , and further finetuned on a QA dataset built from PubMed 34 , for biomedical specificity. Once filtered, these sequential paragraph sets are fed into a reading comprehension model (trained on a standard question–answering dataset with topic structure similar to CORD-19 35 ) to extract answer candidates.
In a parallel fashion, the summarizer generates a single abstractive summary from the retrieved documents. It is built in an encoder–decoder fashion, in which an encoder (BERT 18 ) first embeds an entire document, and a decoder (a modified GPT-2 model 36 ) converts this embedding into raw text, outputting a summary. To increase the probability that a generated summary matches (and thus, helps re-rank) the contents of the retrieved paragraphs, we tuned the model to generate short summaries of fewer than 65 words 37 .
Finally, the system uses the generated answers and summary to compute two scores for each retrieved document. The first measures the relevance of a document, given the query, and the second measures the degree to which any single document summarizes the entire set of retrieved documents. These two scores are combined with the original relevance scores to output a final ranked list of documents.
We evaluate our system quantitatively using the CORD-19 document dataset and the topics and relevance judgments provided by TREC-COVID. The dataset contains five sets of topics, where each topic is represented as a (query, question, narrative) tuple. Relevance judgments—provided on a very small subset of all possible topic–document pairs—scores topic–documents as irrelevant, partially relevant, or relevant. These judgments have been iteratively gathered throughout the course of the five-round TREC-COVID competition, in which search engines submitted up to 1000 ranked documents per query, and the organizers pooled from amongst the most common topic–document pairs for judging (i.e. depth- N pooling, in which the top N documents from each response provided by the set of contributing systems are judged for relevance by human assessors 38 , with N ranging from 7 to 20 for the various rounds). The pool depths results in many relevant documents being missed. Though this labeling procedure is inherently sparse and somewhat biased, this is the best available method for evaluating IR systems, as obtaining relevance judgments on all possible topic–document pairs is infeasible.
In order to better evaluate our approach, we use a variety of IR metrics. Key amongst them are high-precision metrics such as nDCG, top- N precision, and MAP. The critical limitation with these is that their effectiveness relies on complete relevance judgments across all topic–document pairs. To account for this, an additional metric, Bpref, which is robust to missing relevance judgments, is considered. For full details, see the “Methods” section.
Our results on this data are shown in Table 2 . We compare the performance of our system in two contexts. The first context is within the general set of submissions. This includes metric evaluations on all documents—annotated and non-annotated—and this includes ranking against the three possible system types in the competition: manual , automatic , and feedback systems. Manual submissions use human operators that can iteratively adjust the query or the retrieved documents to improve ranking. Feedback systems are trained using the relevance judgments of prior rounds. Automatic search engines may not do either. Strictly speaking, feedback systems are also automated (in that they do not use a human in the loop), though they have an inherent advantage over automatic systems and are thus considered separately. In the second context, we evaluate our system (and all others) strictly on relevance judgments, and we compare our automatic system strictly against other automatic systems. Specifically, we re-score every automatic system’s runs after removing non-judged topic–document pairs. To determine team rankings, we account for both multiple submissions per team, and for multiple submissions with the same score, assigning to each the highest one (i.e., if the top two scoring submissions for a metric have the same score, each would be ranked #1).
Each round builds on the previous rounds, adding five new topics, many documents, as well as new relevance judgments. As a result, Round 5 is the most complete round. In the first context (columns “All submissions, All pairs”), our system ranks in the top 21 (Table 2 ) across all rounds. In considering the rankings from Round 1 through Round 5, there is a pronounced improvement in rankings from Round 1 to Round 2, with a drop then plateau in performance from Rounds 3 to 5. The improvement from Round 1 to 2 can be explained by the judgment fraction—the percentage of relevance judgments goes up, increasing the performance across these metrics. This happens because metrics such as precision penalize search engines for retrieving relevant but non-annotated documents for a topic. Rounds 3–5 have sufficient relevance judgments from prior rounds to improve feedback systems, leading to a drop in the ranking.
In the second context, our system ranks in the top 6 across all metrics and all rounds, in the top 4 across all but four, and as the top 1 system across half of them. The stability in performance is largely due to the consistent judgment fraction (100%, implicitly), and the absence of feedback and manual systems, both of which improve with relevance judgments. This stability—evident also in the metrics—implies a system that is robust to increasing corpus size.
Of note, the availability of relevance judgments is quite sparse throughout all rounds, with Round 1 exhibiting a coverage of 0.57%, and Round 5 a coverage of 0.24%. This is precisely what motivates the use of the Bpref metric, which is robust to missing annotations, as evidenced by its consistency across contexts.
Here we present CO-Search, a scientific search engine over the growing corpus of COVID-19 literature. We train the system using the scientific papers of the COVID-19 Open Research Dataset challenge, and evaluate its performance using the data of the TREC-COVID competition on a number of key metrics, achieving strong performance across metrics and competition rounds. The system uses a combination of semantic and keyword-based models to retrieve and score documents. It then re-ranks these documents by using a Wikipedia-trained & PubMed-trained question–answering system, together with an abstractive summarizer, to modulate retrieval scores.
We perform an ablation study of our system using Round 5 data (first context) in order to examine the performance effects of its components (Table 3 ). This is done in two steps, first for the retriever, then for the re-ranker. For each, we analyze the metric performance of various components individually, and united. The retriever’s components (TF-IDF, BM25, SBERT) each perform poorly, but benefit from substantial synergy when united into the full retrieval pipeline (top half of Table 3 ). This occurs because keyword-based techniques, on their own, do not perform as well on queries in natural language. Similarly, semantic techniques tend to underweight the most salient keywords of a natural language query. Combined, these two techniques work well for this unique dataset. The retrieval subsystem accounts for most of the performance of the overall system. The addition of the re-ranker, with its two other deep learning modules (Q&A, summarizer) serve to further boost this performance on the order of 1–2% across the various metrics employed.
We compare our system against three of the top-performing systems of Round 5, as shown in Table 4 . As can be seen, no single system outperforms the rest across all metrics, indicating the possibility of forming hybrid systems that benefit from the strengths of each. The system covidex 13 uses a transformer fine-tuned on the MedMARCO machine-reading comprehension dataset 16 to predict query-document relevance. The system uogTr linearly combines a SciBert model 17 trained on the medical queries of MSMarco 15 and SciColBERT. The system unique_ptr leverages synthetic query generation 39 for training data augmentation. RRF enables easy merging of ideas. It would be straightforward for CO-Search to be extended to benefit from these ideas: synthetic query generation could augment the SBERT training tuples shown in Fig. 1 ; the outputs of both a medically fine-tuned SciBert model, or a transformer fine-tuned on the MedMARCO data, could be joined with our own output via RRF.
From Round 5, the two topics on which CO-Search performs best, as ranked by Bpref, are “what kinds of complications related to COVID-19 are associated with diabetes” and “are patients taking Angiotensin-converting enzyme inhibitors (ACE) at increased risk for COVID-19?”. Conversely the system performs worst on “what are the guidelines for triaging patients infected with coronavirus?” and “what causes death from Covid-19?”. This is likely due to the hybrid semantic-syntactic nature of the system. The keyword models allow the system to focus in on important words like “diabetes” and “angiotensin”, while the semantic SBERT model would focus on broader meanings inherent in pieces of the text such as “complications..associated with...”. Note that the worst-performing topics lack the obvious keywords of the first.
The semantic search capability of CO-Search allows it to disambiguate between subtle variations in word ordering that, in biological contexts, result in critically different meanings (e.g. “What regulates expression of the ACE2 protein?” vs. “What does the ACE2 protein regulate?”), maximizing its utility to the medical and scientific communities in a time of crisis. Key to the fair evaluation of the system is considering the general use case (all IR systems, all documents), and a specific use case (automatic systems, judged documents).
This work is intended as a tool to support the fight against COVID-19. In this time of crisis, tens of thousands of documents are being published, only some of which are scientific, rigorous, and peer-reviewed. This may lead to the inclusion of misinformation and the potential rapid spread of scientifically disprovable or otherwise false research and data. People on the front lines—medical practitioners, policy makers, etc.—are time-constrained in their ability to parse this corpus, which could impede their ability to approach the returned search results with the appropriate levels of skepticism and inquiry available in less exigent circumstances. Coronavirus-specialized search capabilities are key to making this wealth of knowledge both useful and actionable. The risks are not trivial, as decisions made based on returned, incorrect, or demonstrably false results might jeopardize trust or public health and safety. The authors acknowledge these risks, but believe that the overall benefits to researchers and to the broader COVID-19 research agenda outweigh the risks.
Evaluation metrics
Below we define key metrics in evaluation. Throughout this work we adopt the standard convention that m@N refers to an evaluation using metric m , and the top N retrieved documents.
Precision (P):
nDCG : For position i   ∈  {0, 1, . . . ,  N }, the nDCG of a retrieved set of documents over Q queries is given by
where \({\,\text{rel}\,}_{i}^{(q)}\) denotes the relevance of entry i , ranked according to query q . IDCG denotes the ideal and highest possible DCG. In the limit of perfect annotations, nDCG performs reliably in measuring search engine performance. Since it treats non-annotated documents as incorrect (rel i evaluates to zero), it is less reliable for datasets with incomplete annotations.
MAP : The average precision (AP) of a retrieved document set is defined as the integral over the normalized precision-recall curve of the set’s query. MAP is defined as the mean AP over all queries:
where R is recall, P q is precision as a function of recall, for a particular query. Note that, as in the case of nDCG, MAP penalizes search engines that yield accurate but unique (i.e. non-annotated) results, since non-annotated documents are treated as irrelevant by P .
Bpref : Bpref strictly uses information from judged documents. It is a function of how frequently relevant documents are retrieved before non-relevant documents. In situations with incomplete relevance judgments (most IR datasets) it is more stable than other metrics, and it is designed to be robust to missing relevance judgments. It gives roughly the same results with incomplete judgments as MAP would give with complete judgments 38 . It is defined as
where R is the number of judged relevant documents, r is a relevant retrieved document, n is one of the first R irrelevant retrieved documents, and non-judged documents are ignored.
Document indexing
We train the SBERT model of the indexing step with cross-entropy loss, Adam optimization 40 with a learning rate of 2e–5, a linear learning rate warm-up over 10% of the training data, and a default pooling strategy of MEAN (see Fig. 1 a).
Document retrieval
At runtime, the retrieval step takes an input query, embeds it using SBERT, computes approximate nearest neighbors over the SBERT paragraph embeddings, and returns a set of paragraphs, together with each paragraph’s cosine similarity to the query. TF-IDF and BM25 take as input queries and documents, returning vectors \(t\in {{\mathbb{R}}}^{M}\) and \(b\in {{\mathbb{R}}}^{M}\) such that t i  = TF-IDF(query, document i ), b i  = BM25(query, document i ), and M is the size of the document corpus. We build a Lucene index with BM25 retrieval function with default parameters of k 1 = 1.2, b  = 0.75 in the Anserini IR toolkit. The formula for TF-IDF is given by
where tf( t ,  d ) is the term frequency—the number of times term t appears in document d —and df( t ) is the document frequency—the number of documents in the set that contain term t . We use the scikit-learn 41 version of TF-IDF, with a vocabulary size of 13,000, a max document frequency of 0.5, a minimum document frequency of 3, and L2 normalization 42 of the vectors computed from Eq. ( 5 ), above.
The SBERT and TF-IDF scores are combined linearly. For document d (containing paragraphs p ), and query q , with subscript e s denoting an SBERT embedding, their combination C is given by
This induces a ranking \({R}_{{\mathrm {C}}}^{q}\) on the documents, which is then combined with the BM25-induced ranking \({R}_{{\mathrm {B}}}^{q}\) using reciprocal ranked fusion 31 , to obtain a final retrieved ordering:
In practice, we find that the constants μ  = 0.7 and k  = 60 yield good results. Future work could consider using a learned layer to attend over semantic embeddings and keyword vectors, given the query.
Document re-ranking
Re-ranking combines the RRF scores of the retrieved documents with the outputs of the QA engine and the summarizer. We define Q to measure the degree to which a document answers a query:
where 1( x ) is the indicator function: 1( x ) = {1 if  x  is true, 0 otherwise}. The set A ( q ) contains the text span outputs of the QA model. We define S to measure the degree to which a document summarizes the set of documents retrieved for a query:
where M ( q ) e is the embedded abstractive summary of q , summarized across all retrieved documents. Then the final ranking score R ( d ,  q ) of a document, for a particular query, is given by
With higher scores indicating better matches. In essence, rank score R is determined by letting S and Q modulate the retrieval score of a query–document pair.
Question-Answering : We follow the HotPotQA setup 32 and all model parameters contained therein. We use paragraphs with high TF-IDF scores for the given query as negative examples for the sequential paragraph selector. The original beam search is modified to include paragraph diversity and avoid extracting the same answers from different paths.
Abstractive summarization : We extend the original GPT-2 model by adding a cross-attention function alongside every existing self-attention function. We constrain the cross-attention function to attend strictly to the final layer outputs of the encoder. We use the base models and hyperparameters of Wolf et al. 43 , with 12 layers, 768-dimensional activations in the hidden layers, and 12 attention heads. The model is pre-trained using self-supervision with a gap-sentence generation objective 44 , where we select a random source sentence per document, replace it with a special mask token in the input 80% of the time, and use that sentence as a prediction target in all cases. We then finetune the model with single-document supervised training, using the first 512 tokens of CORD-19 documents after the abstract as input, and the first 300 tokens of the abstract as target output.
Abstracts are split into five groups based on the number of tokens: <65, 65–124, 125–194, 195–294, >295. During training, a special token is provided to specify the summary length in these five categories. At inference time, the model is initialized to output summaries of token lengths <65 in order to generate more concise summaries.
To adapt the model to operate on multiple retrieved paragraphs from different documents, we concatenate the first four sentences of the retrieved paragraphs until they reach an input length of 512 tokens, then feed this into the summarization model.
Reporting summary
Further information on research design is available in the Nature Research Reporting Summary linked to this article.
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1 Introduction
The creation of texts has accelerated in the last few decades. The number of patents, websites on the internet, and the amount of data in general has increased exponentially. Searching for the right piece of information is a ubiquitous problem (referred here as general-purpose information searching). Although scientific writing is particularly affected by that, the problem of information searching (especially when writing a literature review) is that many researchers do not know how the search engines work. While journals and renowned conferences help sort articles in a research field and identify the state of the art, individual researchers often struggle to get a comprehensive overview of all the relevant studies. Not only has the speed of the procedures of writing and publishing studies been accelerating, but also the pressure to publish or to perish has been quantified into numbers and scores, such as h-index, Footnote 1 finally increasing the amount of data to be searched. The idea that nonetheless digitalization and search engines can simply lead to substantial time gains when surveying a subject for a certain scientific field is appealing, but it actually often entails the problem of finding appropriate studies while being confronted with a too large list of potentially relevant matches.
In this situation, academics are similarly confronted with problems that arose with large data and the internet, especially overflow of information. Information retrieval focuses on developing algorithms for searching for a piece of information in a large corpus or in general in large corpora. This problem appeared in the late 1960s and 1970s with the creation of databases, but more specifically, with the storage of large parts of texts such as in libraries and large institutions. Databases use an index to access data quickly; unfortunately, creating an index over texts is not that easy. For instance, sometimes a part of a word is interesting (when looking for graduate, the word undergraduate is relevant), so using a simple alphabetic index will not cover basic use cases. Better methods needed to be developed, turning databases into search engines. Nevertheless, textual data is unstructured data, which cannot be processed to extract knowledge by computers easily. Knowledge extraction refers to the field which studies approaches targeting the challenge of extracting structured information from a textual form. Since the beginning of electronic computers, there has been a large amount of data embedded into textual data; thus, manually extracting structured information from it is an arduous task. In particular, when performing knowledge extraction, information retrieval might be a first task to execute, so information retrieval and knowledge extraction are closely related.
In the last two decades, the issue of information retrieval has become omnipresent, for example with the dispute between search engines such as Altavista, Yahoo, Microsoft Search (Bing), and Google, who ended up with the lion’s share. Even today, there are attempts to break Google’s monopoly with new search engines such as ecosia and duckduckgo. However, Google’s algorithm in its core (we will cover it later), is the most popular nowadays.
When writing scientific articles, thanks to the rapid digitalization of academic publishing and the rise of search engines, we now have access to so much more data and information than before that we are now often confronted with the challenge of finding a needle in the haystack. This is where online tools can help, especially those providing access to scientific publications. Hence, academic social network platforms, search engines and bibliographic databases such as Google Scholar (Halevi et al., 2017 ), Scopus, Microsoft Academic, ResearchGate or Academia.edu have become very popular over the last decade (Ortega, 2014 ; van Noorden 2014 ). These specialized search engines are needed and make a great gain in contrast to conventional search engines, since the procedure for academic writing is very different from general purpose information searching (Raamkumar et al., 2017 ). Most of these online platforms offer more or less detailed search interfaces to retrieve relevant scientific output. Moreover, they provide us with some indicators allowing us to assess the relevance of the search results: the number of citations, specific keywords, reference to further relevant studies through automatic linking from the citation list, articles suggested on the basis of previous searches or according to preferences set in one’s profile, amongst others. However, many challenges still remain, such as the ontological challenge of finding the right search terms (many terms being ambiguously coined), including all possible designations for a given topic, as well as assessing the quality of the articles presented in the results list.
On top of that, with the rise of academic social-networking activities, the number of potentially interesting and quickly accessible publications surpasses our human capacities. As a result, we depend more and more on algorithms to perform a first selection and extract relevant information which we can turn into knowledge for our scientific writing purpose. In that sense, algorithms provide us with two important services: on one side, information retrieval, which is becoming each day more sophisticated, and on the other side, knowledge extraction, i.e. the access to structured data Footnote 2 allowing us to process the information automatically, e.g. for statistics or surveys. This chapter will present and discuss the methods used to solve these tasks.
2 Information Retrieval
When we use an academic search engine or database to obtain an overview of the relevant articles on a given topic, we come up with a moderate number of words that, to our opinion, sum up the topic, and enter them in the search field. By launching the search, we give over to the machine and the actual information retrieval process. The main purpose of information retrieval is to find relevant texts in a large collection given the handful of words provided by a human user, and, more specifically, to rank these documents on their relevance to the query words. The resulting list of matches is thus created according to various criteria usually not known by the users. Yet, gaining insights into the information retrieval process might help understand and assess the relevance of the displayed search results. Especially, what is on top of the ranked list and what might get suppressed or be ranked down. As we will see later, depending on the search engine a search term needs to be written exactly or the search engine can provide us with helpful synonyms, or links to interesting papers.
The first approach for information retrieval is to break down the query words and analyze the corpora individually, looking for the appearances of each of the terms in the texts. The occurrence of a term in a document might increase the relevance of the document to the query, especially if there are many occurrences of the term within the same document. However, if a term is equally frequent in the language in general compared to its frequency in the corpus, it might be of no help. A metric aiming to engage this issue is term-frequency inverse-document-frequency (TF-IDF) (Manning & Schütze, 1999 ), which is often used for an array of natural language problems, and, amongst others, in automatic text classification (e.g., spam recognition, document classification [Benites, 2017 ]), dialect classification (Benites et al., 2018 ), but also for research-paper recommender systems (Beel, 2015 ). This method can find words that are important/specific for a certain document within a collection of documents, by giving more weight if a word frequently occurs in the document and less weight if it frequently occurs in the collection. Further, other considerations might help sort the results. If we want to find something about “scientific text writing” in a scientific database of articles on the internet, there will probably be just too many hits. Adding more words will reduce the list of results (since they are aggregated by an AND operation, seldom by an OR), but this implies choosing an adequate term that gives the query more purpose and specificity. For example, adding the word “generation” will break down the result set, but it could be equally helpful to discard some less important query terms, i.e. “text.” Moreover, very large documents might contain all the query words, which would lead to considering them a good match. However, if the terms are scattered throughout different parts of the document and have no vicinity or direct relation with each other, chances are that there are different disjoint subjects that do not automatically reunite towards the subject of interest. This is why some methods also foresee the penalization of lengthy documents as well as the prioritization of documents showing indicators of centrality, such as the number of citations, to obtain a more relevant set of results. And more importantly, these criteria have a direct impact on the ranking order of the results.
However, all those aspects do not consider the semantic context of the word. A “bank” can be a piece of furniture, a financial institution, or the land alongside a river. This is why more and more search engines use so-called contextual language models (such as transformers): artificial neural networks (machine learning approaches) trained to predict missing words in sentences from a collection of billions of texts (Devlin et al., 2018 ). This training procedure is called a self-supervised Footnote 3 task but is also known as pre-training. This approach helps the model memorize which words are used in the vicinity of certain words. After the pre-training phase, these models can be fine-tuned to down-stream tasks, such as document classification, similarity ranking of documents, sentiment analysis (e.g., is a tweet negative or positive), named-entity recognition (e.g., classification of words: Mr. President Obama, Senator Obama, Barrack Obama, all refer to one entity), language generation (for chatbots, for rephrasing tools), and the list goes on and on. Their range is so broad because they can create document representations Footnote 4 that take the context into account, and they can determine if two documents are relevant to each other, even though they might only be connected by synonyms, i.e., they do not use the same exact vocabulary but have a similar meaning. This allows a search which is much more semantically guided and less orthographic (the exact spelling of a word).
After breaking the text into single words and examining them, the next step in providing better ranking is to not only look for a single word, but to analyze word combinations and see if they constitute a term/construction in the corpus. The TF-IDF approach would only search for n-grams (a contiguous sequence of words) of the terms, and to that purpose, it would need to build an index with all the possible word combinations (usually n-grams of 3–7 words). This index can quickly become oversized with the explosion of combinations (multiple hundreds of gigabyte, depending on the corpus size and diversity of the vocabulary). Newer language models, such as transformers, take a different approach. They dissect the words in subwords and then try to grasp the combination from the whole sentence or paragraph (usually 512 subwords which can be up to 200–300 words). They use a mechanism called self-attention, which weights a word from different perspectives (one for being a query of other words, one for being a key for other words, and lastly one for being the value searched by the query and key), using a positional encoding for each word. The intuition is that it can then check correlations between the words, as it takes the whole sentence as input. Plus, neural networks consider all possible combinations at the same time. This creates a computational problem, which is dealt with by a myriad of heuristics and a massive amount of computational power. Consequently, this produces powerful language models able to grasp context even over long distances in the sentences, enabling, for instance, context-aware coreference resolution (the cat ate the mouse, it was hungry, “it” is referring to which animal?). This can be used for search engines when analyzing search words: are the queried words found in the documents and if so, are they used as central words in the right context?
While search terms play a major role in the information retrieval process, most academic search engines also still heavily rely on citations, using them to create graphs. Such graphs can use the PageRank (Page et al., 1999 ) algorithm Footnote 5 to prioritize works that are highly cited. CiteSeer used a different approach and implemented a “Common Citation Inverse Document Frequency” (Giles et al., 1998 ). It is also possible to create networks based on the search terms and count only citations that are relevant for the search. The use of citations for Google Scholar was also examined in Beel and Gipp ( 2009 ). The paradigm of the PageRank algorithm can be observed in a citation network Footnote 6 by ranking more important seminal papers. As Raamkumar et al. ( 2017 ) point out, seminality is critical for a scientific reading list, along with sub-topic relevance, diversity, and recency. These criteria can also be applied for a literature survey and for ranking scientific publications for the use case of scientific writing.
In sum, automatic information retrieval is a complex process involving multiple elements such as words, subwords, synonyms, document length, and citations. However, the way these elements are used and combined by the machine to establish a ranked list of matches is generally not displayed along with the results. This is why being aware of such mechanisms can help take a constructive critical stance towards the identified literature.
3 Knowledge Extraction
As the amount of scientific literature grows significantly, the need for systematic literature reviews in specific research fields is also increasing. Human-centered approaches have been developed and established as standards, e.g., the Preferred Reporting Items for Systematic reviews and Meta-Analyses (PRISMA) method (Page et al., 2021 ). Nevertheless, the overwhelming amount of available literature in some fields calls for automated solutions. Unlike information retrieval, knowledge extraction directly taps into a publication’s content to extract and categorize data.
The construction of structured data that can be saved into a schematized database and processed automatically from unstructured data (e.g., a simple text document) is a vast research field. The ultimate goal of processing unstructured data, especially documents or articles, is of great importance for algorithms. For example, in medical research, contraindications of a substance or illnesses associated with a certain drug could be easily found automatically in the literature, therefore guiding the search process and speeding up research even more. Unfortunately, it is not so easy to identify the substances, or which relationship connects them. In the field of natural language processing (NLP), we speak of named entity recognition (substances) and relation extraction (how do the substances relate to each other). Although finding relevant entities seems easy enough, there are many cases where it is quite difficult. For example, the 44th President of the United States of America can be referred to by his name Barack Hussein Obama II, Mr. President (even though he is not active in this position anymore), candidate for President, Senator Obama, President Obama, Peace Nobel Prize laureate, and so on. Usually, authors will use multiple denominations of the same entities to avoid repetitions, rendering the finding and tracking of named entities very difficult for an automatic algorithm. Although, in the last years, many improvements were made to grasp the semantic context of a word, the understanding and world modelling (real world) of the NLP algorithms is extremely limited. The algorithms can extract many relations from texts, but a chain of consequences is difficult to form. They are merely advanced pattern matching procedures: given a word, they find which words are related to that; however, they are not yet capable of extrapolation or abstract association (i.e., connecting the associations to rules or rule chains). Nonetheless, the results can be quite impressive in some specific tasks, such as coreference resolution of entities, which has some very accurate approaches (Dobrovolskii, 2021 ), yet not perfect nor near human performance. Although the current generation is learning to master relatively simple tasks for the next generation of algorithms, a paradigm change is yet to be developed.
Being able to search for entities and for relations between entities can be helpful in many fields, such as chemistry or drug-development (contraindications). When performing a literature review, it is equally important to know what the key papers are, what methods were used, how the data were collected, etc. Automatic knowledge extraction could also be used for creating surveys on a new task or a specific method. Although creating a database of entities and their different relations is not new, and even constitutes a paradigm in the field of database (graph database), it remains very complicated, especially when it comes to resolving conflicts, ambiguities, and evolving relations. On the other hand, if a document contains a graph, a text can be created automatically (see Benites, Benites, & Anson, “ Automated Text Generation and Summarization for Academic Writing ”).
Still, some information, like cited authors or how certain research objects are dealt with, can be extracted automatically, and this method can be applied to hundreds of papers, which makes the writing of research synthesis papers much easier. We can cluster and find similarities and differences much faster. Extracting entities from unstructured data such as texts is usually performed with neural networks that are trained on news articles. Until recently, this meant that the language model of these algorithms was confined to the so-called “news article” genre. Transformers (Vaswani et al., 2017 ), especially BERT (Devlin et al., 2018 ), changed that since they are trained on a very large corpus using multiple genres, from Wikipedia articles, to books, to news articles, and to scientific articles, but in an unsupervised manner Footnote 7 allowing the language model to learn different facets of the language. After the first training phase, the transformer is fine-tuned in a supervised manner to a specific task (e.g., entity recognition in books, where much less data is needed to achieve satisfying results). In that sense, the first step constitutes a pre-training, allowing the actual training to be performed with low amounts of specific data and without substantial computational effort.
This method, however, is still pattern matching, although in a much broader context. As a result, certain manipulations and associative relations are not accounted for (such a triangle inequality), showing the limitations of these large language models. Some newer approaches try to tackle the problem of semantic relation and logical implications, but there are many problems to be solved before they can be used; for instance, some language models in summarization can count from 2–5 but jump to 7 skipping 6 (e.g., number of ships in an article, Zhang et al., 2020 ). Other approaches use a graph over the documents to infer relations and central entities from the documents, but this is not very reliable, as pointed out earlier.
Thus, although knowledge extraction is a very promising avenue in light of the exploding amount of scientific data being released every day, there is still work to be done before this can be considered a reliable, fully automated solution. At the moment, there is no clear path how to inject the information of knowledge extraction into large text generation models (see Benites, Benites, & Anson, “ Automated Text Generation and Summarization for Academic Writing ”), which could make many mistakes (false facts) avoidable in many cases. The combination of knowledge graphs and language models is a possibility since the extracted knowledge can be embedded into a graph where reasoning can be performed. This would allow to check the content of a sentence while writing against the facts stored in the knowledge graph, and thus contributing to speeding up writing, making better citations, etc.
Knowing the entities and relations could also help information retrieval systems since the connection between synonyms becomes clearer, and reasoning over the search query could also be performed. This could helps researchers find what they are looking for faster and even help gather data for statistics. For example, in a Google Scholar search the number of hits is shown, but it would be good to know if they all handle the same use case or a method across disciplines, what the time span is, and whether the subjects are about the same or different topics. Also, a survey of papers could show how many papers use a certain dataset, employ a certain methodology, or refer positively or negatively to a specific term.
3.1 Functional Specifications
Search engines allow us to do a literature review or survey much faster and more precise than 20–30 years ago. More importantly, they allow us to also scavenge social media, a facete that is becoming more important for science. Which papers are discussed in the community and why, are there some critical issues that cannot be easily inferred from the paper?
However, finding an interesting paper (because it uses similar methodology) without knowing the specific words it uses still remains a challenging task. Using knowledge graphs of a certain field, allows to find these scattered pieces and put together a more precise and concise image of the state of the art. Although generating such graphs is also not trivial, it could be much easier to perform with automated procedures. Maintaining a certain degree of scepticism towards the results may nonetheless be a good precaution.
3.2 Main Products
Both information retrieval and knowledge extraction belong to the technologies used by scholarly search engines—and hence used by a wide majority of researchers, scientific writers and students, even when they are not aware of them. This is why a succinct overview of current academic search engines can help establish their relevance for academic writing.
CiteSeer (Giles et al., 1998 ) was an early internet index for research (beginning of 2000s), especially for computer science. It already offered some knowledge extraction in the form of simple parsing such as extraction of headers with title and author, abstract, introduction, citations, citation context and full text. It also had a citation merging function, recognizing when the same article was being cited with a different citation format. For information retrieval, CiteSeer used a combination of TF-IDF, string matching Footnote 8 and citation network.
The most part of popular databases and search engines for scientific article search do not disclose their relevance ranking algorithm. For Google Scholar, we do not know much about the algorithm behind Google Scholar’s search engine, only that it uses the citation count in its ranking (Beel & Gipp, 2009 ). Researchgate and Academia.edu are new social networks for the scientific community, both offering to upload and share scholarly publications. This also enables a search engine capability, and a recommendation system for papers to read. Springer’s SpringerLink is an online service that covers reputable conferences and journals. IEEE Xplore, ACM Digital Library, and Mendeley/Scopus are similar to SpringerLink for the respective publishers IEEE, ACM and Elsevier.
Martín-Martín et al. ( 2021 ) published a comparison of the various popular search engines for academic papers and documents. The study examined the index of most used search engines such as Google Scholar and Elsevier’s Scopus. The authors compared the coverage of these databases of 3 million citations from 2006. Further, in the discussion, the authors argue that the algorithms for ranking are non-transparent and might change the rankings over time. This last issue will hinder reproducible results, but as the popularity of the papers change over time, it might also be difficult to argue against it. The authors point out that while Google Scholar and Microsoft Academic has a broad coverage, there are more sophisticated search engines as Scopus and Web of Science (WoS), but they cover mostly articles behind pay-walls. Further comparisons between Google Scholar, Microsoft Academic, WoS, and Scopus can be found in Rovira et al. ( 2019 ), and between Google Scholar and Researchgate in Thelwall and Kousha ( 2017 ). The most relevant finding for academic writing is that Google Scholar attributes great importance to citation, and Researchgate seems to tap the same data pool as Google Scholar.
3.3 Research on Information Retrieval and Knowledge Extraction
Much research is being conducted in information retrieval and knowledge extraction, especially in the light of the recent developments in NLP and big data. The new, better-learning language models and broader representation of documents through contrastive learning Footnote 9 will heavily influence the next generation of search engines. One focus of the research is the field of author academic paper recommender system and academic search engine optimization (Rovira et al., 2019 ), which will become more and more important, especially given the growing awareness of these search engines among academic writers and the distribution of scholarship to wider audiences. As previously mentioned, the amount of research to be reviewed before writing will increase, and methods for automatization of selection will prevail over manual evaluation of certain sources. Footnote 10 For writers, this would optimize the writing process since the search engine would display the work more prominently.
Other rapidly-developing technologies might heavily influence the way how we perform searches in the near future. Automatic summarization is getting better and better, leading the way to automatically summarizing a collection of results provided by a search engine and even grouping the documents by topics. This can help easily create a literature overview and even give an overview over the state of the art, shortening by a large margin the work performed by researchers when writing articles. The most relevant paper for a search can also be highlighted as well as papers that may contradict its findings.
A further advance is the automatic question answering, where an algorithm tries to find an answer to a question within a given text. Hereafter, the search question answering system can further refine the list by recommending keywords or by filtering irrelevant articles from the result list, even by posing questions to the user, helping the user find relevant terms and aspects of the document collection resulting from the search. Lastly, the results can be better visualized as graphs showing clusters and influential concepts for each cluster, thus grasping the essence of the search results. This can help not only to refine the research question when writing but also to find good articles, insights, and ideas for writing.
3.4 Implications of This Technology for Writing Theory and Practice
The way the results are prioritized makes quite an impact, especially since many researchers will not scroll through the exhaustive number of hits of their query to find appropriate papers. If they do not find relevant matches within the first entries, they will most likely rephrase their query. Papers that are highly cited might be more prominently placed in the list, although they might be only a secondary source (such a case occurred with the field of association rules in data mining where a concept was reintroduced in the 1990s, although it was discovered in the 1960s, and the former became the defacto standard citation). Many concepts are coined almost simultaneously by different authors using different terminologies, and generally only one becomes mainstream, making it difficult to obtain a fair overview of a field with search methods based on TF-IDF and citation count. This might change in the future, as there is progress on structured data and some subfields as mathematics (Thayaparan et al., 2020 ), but understanding that two concepts are similar/related requires cognition and understanding, something that algorithms still cannot perform over scientific natural language.
Google’s PageRank (and thus citation counts) was built for the internet. If a group of persons finds an internet page interesting, they will link this to this page, and thus make the work of marking interesting sites for the algorithm. However, if something new and relevant but less popular or known emerges, this algorithm might take a while to catch up. Finding early citations is very important to stay current and relevant and have a longer citation span for an article, which impacts the career of a researcher. While it seems that Google Scholar is very good at it (Thelwall & Kousha, 2017 ), the algorithm still does not know if the results are truly relevant for your research or not. This shows the limits of ranking paradigms based on non-academic internet popularity for scientific research, since novelty and relevance are usually more important factors than popularity. From the academic writing point of view, search engines can only take you so far; a good scholarly network and dissemination of research at different venues can help get to new research findings faster.
4 Tool List
H-index measures how many publications with how many citations an author has (e.g. an h-index of 5 means at least 5 publications with 5 citations).
Structured data is data that does have a data model and thus can be easily processed by an algorithm or computer.
Self-supervised tasks refer to the procedure to take a training sample and remove parts of it, so the machine learning model needs to reconstruct the sample by itself (related to auto-associative memory).
The language models can transform the text to a latent space (latent representation), from which simple linear classifiers can perform a specific task.
PageRank algorithm gives better score for entities (documents, websites, persons in social networks) which are referred more often by other entities (e.g. websites linked to others).
Citation network refers to the network of citations created by a paper.
Supervised learning refers to machine learning algorithms which need labelled data, i.e. for sentiment classification if a tweet was positive or negative. Unsupervised learning algorithms process the data so that groups, similarities and discriminations in the data are apparent.
String matching is a way computers compare two words, simply by comparing character by character.
Contrastive learning refers to the tasks to learning similar samples from a collection, this produces usually better representation of the samples in an abstract latent space. These representations are often used afterwards for classification.
Precision is important, finding trustworthy and relevant sources, however, researchers will not accept a complete missing of a very similar study. This might render the whole writing of their research redundant and irrelevant. Thus, the bigger the pool of articles the more certain researchers can be of creating new findings.
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